[[1]](#footnote-1)

Offensive Image Content Detection System through Text Extraction and Image Processing

*Aiman Fatima, Vaidehi Gupta, Shally Kumar, Kanishka Arora*

*Abstract*--

# Introduction

One of the main problems of the Internet is the presence of harmful (e.g. pornographic) or even illegal (e.g. pedophilic) contents which is not suitable for all age groups. The amount of this non-desired material is growing at an increasing rate. Nowadays, a lot of children under the age of 12 are on the internet for whom certain content is not suitable.

To design a system which would detect the offensive image and text content present in the form of an image against social media standards and block them from posting on any social media platform.

# Literature survey

In this section, literature review of papers published in the past 10 years in the field of image processing along with machine learning and its applications for recognition of offensive content in images like adult content, violence, etc. have been discussed. It also explores the relation between the current work and the already published work. A lot of researches have been made using artificial intelligence and its subset machine learning as well as data mining techniques to present many different systems. We have discussed a few papers that concerned our model and are related to our work below.

According to the paper [2], in the past 10 years there have already been many advances for detection of nudity and adult content using machine learning along with other technologies like deep learning.

It can be seen that Support Vector Machines (SVM) is one of the most commonly used technique in this domain [1][4][10]. It is also used along with other technique Bag-of-words method [9]. Other algorithms that is very popular is Convoluted Neural Network (CNN) wherein many different models for the same have been implemented. For instance, Fast R-CNN is used for the optimization of classification and bounding box regression tasks. Faster R-CNN is made use for additional subnetwork to generate region proposals and YOLO for object detection via a fixed-grid regression [2][3]. Techniques like FAISS or Elastic Search are used for identifying approximate nearest neighbor search and Logistic regr4ession and random forest for shallow classifier [3]. These are some of the popular techniques and algorithms used in image processing.

However, it was inferred from [1] that text extraction from images is still unexplored as compared to the latter. The methods and algorithms suggested for the same were Support Vector Machines (SVM) based method with the multilayer perceptron (MLP). It suggested text extraction from web images can also help in filtering of images with offensive language as future work. It is also helpful in conversion of web page to voice. Also, voice coding for blinds, intelligent transport system, Image tagging, robot vision and scene analysis, etc. are the possible works to be worked on [1]. For text analysis, the Support Vector Machine (SVM) algorithm and N-gram model based on Bayes’ theorem is applied and experimented to filter pornographic text for both Thai and English language web sites in the paper [13].

From the analysis of various previous research work, we realized that a lot of work can be done in the domain of text extraction and it can be a great future research work. There are tons of content on Social Media having textual content on Images, for instance memes shared these days are in form of text, which generally requires a good system for offensive content filtering. Hence, our work tries to explore this use case.
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